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Abstract—To enable natural human-robot collaboration
robots need to understand natural language, which in turn
requires mechanisms to ground language by connecting words
to corresponding percepts. This paper, presents an unsupervised
online grounding framework for grounding of synonymous
words through corresponding percepts. The framework is
evaluated through a human-robot interaction experiment and
compared to a Bayesian grounding framework, which requires
an offline training phase. The results show that the proposed
framework outperforms the baseline, thereby illustrating the
benefit of online learning for natural language grounding.

I. INTRODUCTION

The number of robots that work closely with humans
is growing, thereby, increasing the demand for robots with
proper communication abilities. Since language is the most
natural form of communication for humans, robots need to
understand the meaning of language, which requires words
to be linked to the physical world [1]. Many different
approaches have been proposed to create these links and
thereby ground words through corresponding percepts. In
general, they can be separated into supervised approaches,
e.g. [2], that require the presence of a teacher to provide
demonstrations or feedback and unsupervised approaches,
e.g. [3], that do not require any explicit teaching or feedback,
but utilize co-occurrence information to identify through
which percepts a word is grounded. The majority of previous
studies that investigated unsupervised grounding employed
algorithms that only work offline, i.e. the algorithms need to
be trained before deployment, which makes these algorithms
unsuitable for real-time human-robot interactions.

In this paper, a cross-situational learning based unsupervised
grounding framework is presented that does not require an
explicit training phase, but instead updates the obtained co-
occurrence information continuously with every new situa-
tion. For every situations the framework converts obtained
percepts to abstract representations through clustering and
provides them afterwards to a cross-situational learning al-
gorithm to identify the corresponding percepts for each word.
The grounding performance of the presented framework is
evaluated through a human-robot interaction experiment and
compared to the grounding performance of the Bayesian
grounding framework presented in [4].

The remainder of this paper is organized as follows: Sections
(IT and III) describe the framework and experimental design.
Section (IV) presents the obtained results and Section (V)
concludes the paper.
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II. GROUNDING FRAMEWORK

The grounding framework consists of below four parts:

1) 3D object segmentation system, which obtains the
shapes and colors of objects through a model based 3D
point cloud segmentation approach. Colors are repre-
sented through histograms and shapes are represented
through Viewpoint Feature Histogram [5] descriptors,
which represent the object geometries taking into ac-
count the viewpoints, while ignoring scale variances.

2) Action recording system, which creates action feature
vectors representing the change of the vertical position
of the robot’s torso, the angles of the arm flex and
wrist roll joints, the velocity of the robot’s base and the
binary state of the gripper, i.e. open or closed, between
the beginning and end of an action.

3) Percept clustering component, which enables the
cross-situational learning based algorithm to ground
words through an abstract representation of percepts
obtained through clustering as proposed by [6]. Since
the number of clusters might not be known in advance,
DBSCAN [7] is used for clustering because it does
not require the number of clusters to be specified in
advance. Clusters are re-calculated for every situation
to ensure that new percepts are incorporated.

4) Language grounding component, which uses a mod-
ified version of the cross-situational learning based
grounding algorithm proposed in [8] to connect words
and corresponding percepts in an unsupervised manner
as well as detect auxiliary words, which are words
that have no corresponding percept and only exist for
grammatical reasons.

III. EXPERIMENTAL SETUP

In the employed experimental scenario, which is based on
the scenario used in [4], a human tutor and robot interact in
front of a table according to below procedure.

1) The human tutor places an object on the table and the
robot determines the object’s geometric characteristics
and color to create corresponding feature vectors.

2) An instruction, which describes how to manipulate the
object, is given to the robot by the human tutor.

3) The human tutor teleoperates the robot to execute the
action provided through the instruction, while several
kinematic characteristics are recorded and converted
into an action feature vector.

A total of 125 interactions were performed to record per-

ceptual information for all combinations of the 5 employed
shapes, colors, and actions. Since instruction words were



selected randomly for each situation, except that words had
to fit the encountered percepts, their number of occurrences
in the data varies between one and fourteen times. Each
sentence has the following structure: “(please) action the
color shape”, where action, color, and shape are substituted
by one of their corresponding words, while the word “please”
is optional and occurs for less than half of the sentences.
Each action and color are referred to by two different
synonymous words and each shape by five synonyms, e.g.
bottle is referred to by “coca cola”, “soda”, “pepsi”, “coke”
and “lemonade”. Ten different interaction sequences were
created, by randomly changing the order of the recorded
situations, to ensure that the grounding performance is not
due to the specific order in which situations are encountered.
During training and testing the obtained situations are given
to the proposed and baseline framework. The former gets
training situations separately one after the other to simulate
real-time processing, i.e. it only has access to the percepts
and words of the current and previous situations, while
the baseline framework receives all training situations, i.e.
corresponding sentences and percepts, at once, since it is
not able to learn online.

IV. RESULTS AND DISCUSSION

Although the presented framework does not require an

explicit training phase, all ten different sequences of situ-
ations were split into a training (first 60%) and a test set
(last 40%) because the baseline framework does not work
online and requires an explicit training phase. Figure (1)
shows that the presented model achieved accuracies of more
than 95% for all modalities and nearly 80% for auxiliary
words. The standard deviations illustrate that the grounding
performance is influenced by the composition of the training
and test sets. Interestingly, when all situations are used for
training the presented framework achieves correct grounding
for all words, which would be the normal case, since it
does not require explicit training and continues learning
after deployment. In comparison, the baseline model achieves
mean accuracies of about 55% and 50% for action and
color words, while it only achieves accuracies of 25% and
less than 5% for auxiliary and shape words, respectively.
The low accuracy for shape words might be due to their
relatively low number of occurrences due to the larger set
of synonyms, since each shape has five synonyms, while
each color and action has only 2 synonyms. This is also
supported by the fact that the grounding accuracy for shape
words significantly improves, when all situations are used
for training and testing.
Overall the results show that the presented unsupervised
grounding framework achieves better grounding performance
than the baseline model, which has been used in previous
studies for similar grounding scenarios, even though the
former was artifically limited to only learn from the training
situations to ensure a fair comparison. Therefore, the results
also illustrate the benefit of online learning for language
grounding because it prevents that models are limited by
the situations encountered during training.
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Fig. 1: Mean grounding accuracy results and corresponding
standard deviations for both models, all modalities and
complete sentences.

V. CONCLUSIONS AND FUTURE WORK

An unsupervised cross-situational learning based online
grounding framework was presented, evaluated through a
human-robot interaction experiment and compared to a
Bayesian grounding model that has previously been used for
similar grounding scenarios and requires an offline training
phase. The results show that despite being restricted to
only learn from a subset of the situations the presented
framework outperforms the baseline, thereby illustrating the
benefit of online learning for language grounding. In future
work, the framework will be evaluated for more complex
sentences that contain a larger number of words as well
as homonyms. Furthermore, the model will be extended to
allow human feedback for already obtained groundings.
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