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Abstract— Observing another’s affective state and adjusting
one’s behavior to respond to it, is the basic functionality of
empathy. To enable robots to do this, they need a mechanism
to learn how to provide the most appropriate empathic behavior
through continuous interaction with humans. To this end, we
propose a reinforcement learning based framework for cognitive
empathy, which uses reinforcement learning to learn the most
appropriate empathic behavior for different emotional states
during human-robot interactions.

To verify the proposed framework, an experiment is con-
ducted with the humanoid robot Pepper over 28 participants,
where their facial emotion expression is tracked continuously
and used to select appropriate empathic behaviors. The ob-
tained results show the proposed reinforcement learning model
converges to the optimal empathic behaviors for all emotions
that were expressed a sufficient number of times, which helps
the participants feel more positive emotions like happiness.

I. INTRODUCTION

Studies showed robots that can adjust their behavior based
on affective state or personality of a user are more accepted
as partners for interaction [5] and are seen as more friendly,
caring, likeable, supportive and trustworthy [4]. Therefore,
different empathic models have been proposed for social
robots. However, these models are often special case studies
and are evaluated in specific scenarios. For example, Tapus
et al. [15] proposed a policy gradient reinforcement learning
(PGRL) based model for an assistant robot for a rehabili-
tation task. The applied reward is the number of exercises
performed by the user in the last 15 seconds, which means
the model does not take into account the affective state of
the user and can only be used in very similar scenarios.
Other studies followed similar approaches by using only
contextual parameters of the employed scenarios, like the
user’s status in playing a game [10] or success in accomplish-
ing a given task, e.g., answering questions [13], to decide
whether empathy should be applied or not. However, the
current situation of a person is a very indirect and noisy
indicator of his/her emotion. Thus, in a previous study [2] we
proposed a framework in which the robot extracts the user’s
affective state from facial expressions and autonomously
decides which type of empathy, i.e., parallel or reactive [6],
is more adequate for a specific emotional state.
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Since empathy is a learnable skill [12] that humans learn

through their life by interacting with other humans, an em-
pathic model needs to be continuously updated based on the
reactions of different humans. Therefore, empathic models
should also incorporate personal preferences of different
people regarding the most appropriate empathic behaviors,
which might be due to different personalities.
In this study we propose a scenario-independent learning
based empathic model, which learns to select the most
appropriate empathic behavior type for different emotional
states and types of personality through interaction.

The remainder of this paper is structured as follows: the
proposed framework is described in Section II. The employed
experimental scenario and obtained results are discussed in
Sections III and IV. Finally, Section V concludes this paper.

II. PROPOSED FRAMEWORK

The proposed framework contains three main modules:
(1) Emotion Detection module, which recognizes a user’s
emotion from facial expressions using the model described
in [1], (2) Reinforcement Learning module, which over time
learns to select the most appropriate empathic behaviors for
different emotional states and personalities, and (3) Empathic
Behavior Provider module, which applies selected behaviors
to the robot. The two latter components are described in more
detail in the following subsections.

A. Reinforcement Learning Module

The learning module, illustrated in Figure 1, uses a “con-
textual bandit” [14] to enable robots to choose the most
appropriate empathic behavior in each possible emotional
situation. The number of states equals to the number of
considered emotions, i.e., happiness, sadness, anger and
surprise, multiplied by the number of considered types of
personality, i.e., introvert, ambivert and extrovert (Section II-
B), leading to a total of twelve different states. We consider
four categories of empathic utterances as possible actions,
i.e., Mimical, Motivational, Distractional, and Alleviational
utterances (Section II-B), so that the robot learns the most
appropriate utterance category for each emotional state.
Based on the situations the users can encounter in the
conducted experiment (Section III), we defined “appropriate
responses” as responses that change users’ emotions from
negative to neutral or positive, or let them stay positive and
defined the reward accordingly. In this study, happiness and
surprise are considered as positive emotions and sadness and
anger are defined as negative emotions.

The Q-table is initialized with zeros. At the beginning, the
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Fig. 1. Tllustration of the proposed framework, where the Participant (en-
vironment) interacts with the robot Pepper (agent), the Emotion Detection
Model recognizes the user’s affective state by analyzing Facial Expressions
(current state), and Pepper executes an Empathic Behavior (action)
selected by the RL model. Afterwards, a reward, which is determined by
evaluating the user’s new affective state, is given to the applied action.

algorithm starts by selecting random actions, since the Q-
values of all utterances are the same. If the new affective
state of the user is undesirable, i.e., the user experiences a
negative affective state, the Q-value of the selected action
decreases so that the action is less likely to be selected
again, when the user feels the same affective state in the
future. However, if the new affective state is desirable, i.e.,
the empathic behavior made the user feel positive, the Q-
value of the selected action increases so that the robot will
choose this utterance in the future with a higher probability.
After performing each action, the Q-table is updated based
on Equation (1):

Q(s,a) + Q(s,a) + afr — Q(s,a)], (1)

where a is the action taken in state s, r the corresponding
reward, and « the learning rate, which is set to a value of
0.1. For exploration e-greedy is used as described by Sutton
et al. [14], where € is set to 0.1.

B. Empathic Behavior Provider Module

The designed empathic behaviors comprise verbal em-
pathic comments, which are categorized as four sets of
utterances: Mimical, which mimic users’ emotions to apply
parallel empathy, for instance: “I’'m happy that you are
happy!”. Motivational, which are a form of reactive empathy
that motivate users to pass the current negative emotion, such
as: “Let it go, look for next round”. Distractional, which can
distract users from negative emotions [3], [7], for example:
“Do you know what day is today?”. Alleviational, which try
to reduce the user’s distress through reactive empathy [9],
for instance: “You did your best, don’t regret.”.

Once the RL model selects the most appropriate utterance

category, one of the predefined comments in that category is
used randomly. Although empathy depends on the context,
the proposed framework is scenario independent since the
defined categories, i.e., Mimical, Motivational, Distractional
and Alleviational, will be the same in different scenar-
ios/situations, while only the specific comments in each
category might need to be adjusted !.

Moreover, personality can affect the characteristics of verbal
comments which are preferred by users, e.g., Tapus et al. [15]
showed comments which challenge the user are preferred
by extrovert users and comments that focus on nurturing
praise are preferred by introvert users. We evaluate users’
personality through a questionnaire developed in [8], where
the scores in extroversion dimension vary between -5 and 45.
We defined three main categories, i.e., introvert, ambivert
and extrovert with extrovertion scores under 16, between
16 and 24, and above 24, respectively, because people
with small variation in extroversion dimension have similar
personalities. Furthermore, as our platform (Section III) is
able to express some gestures, we also applied the most
related gesture to each comment.

III. EXPERIMENTAL SCENARIO

Although empathy is more appreciated in negative emo-
tional states, receiving empathy in positive emotional states
can improve the relation and interaction. In addition, making
participants feeling deeply sad is neither ethical nor easy.
Therefore, we defined a cooperative interaction scenario,
where a robot plays a game with participants. The employed
robot is Pepper [11], which is a 1.2 meters tall humanoid
robot developed by Softbankrobotics. Pepper has 20 degrees
of freedom and is equipped with a tablet, four microphones,
touch sensors, LEDs and variety of sensors for multimodal
interactions.

In the experiment Pepper asks the participant to tell it which
objects it has put in its magic bag in the correct order. Pepper
starts the game by saying: “I put in my bag obj;”, where obj;
is a randomly selected item from a vocabulary set comprises
42 different objects3, and asks the user to help it to remember
what it has in its bag. In response, the participant says “You
put in your bag obj;”. We used Google Speech API [16] to
track the user’s speech and analyse, if the user had repeated
all the objects in the correct order. However, due to sensitivity
of the Google Speech API to participants’ accent, speech
speed, and speech loudness, Wizard of Oz confirmed the
user’s speech in the case the Google Speech API failed in
recognizing the user’s speech.

Pepper continues the game by adding a new object, and says
“I put in my bag, obj;, objs”. The game continues until

IFor instance, at the funeral of a loved one, some replacement comments
can be “I am so sorry to hear about your loss.” (Mimical), “She had a very
nice life and her friends have nice memories to recall her.” (Distractional),
“We will remember her and keep her memories alive in our hearts.”
(Alleviational), and “T know that you are strong and I am sure you can
handle this tough moment in your life.” (Motivational).

Zhttps://www.softbankrobotics.com/emea/en/pepper

3The vocabulary set contains objects like “book”, “tablet”, “socks”, and
“apple”.
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where Py(k = 1,...,28) shows the session corresponding to the
participant. Box a shows the third participant (P3) liked all of the robot’s
empathic behaviors since the cumulative reward is ascending, while box
b shows the seventh participant did not like one of the robot’s empathic
behaviors as the cumulative reward decreases at one point (the drop in the
sub graph).

The obtained cumulative reward by Pepper over all participants,
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Fig. 3. The cumulative reward that Pepper obtained in different states over
the number of times it encountered a specific state. Since different emotions
are expressed different number of times, the length of representing lines are
different. The circle shows even after the robot converged to the most proper
empathic behavior in a specific emotion-personality combination, it is still
possible that the robot gets a negative reward once in a while (Section IV).

the vocabulary set gets empty or the participant makes a
mistake, i.e., the participant forgets one of the objects or
says them in the wrong order. Meanwhile, Pepper tracks the
user’s facial expressions to detect her emotional state and
applies reinforcement learning to select the most appropriate
empathic behavior.

The presented results include data acquired in a study with
28 participants, who signed an informed consent form before
the experiment. All participants were assigned to one of
the defined personality types (introvert=6, extrovert=9, and
ambivert=13). Their mean age was 29 years, 19 were male
and 9 female. All participants were students or university
staff of different disciplines. Participants were compensated
with small gifts for their time after the experiment was done.

IV. RESULTS

Since the same learning model is used for all participants,
i.e, the model is not trained separately for each individual

TABLE I
THE TYPES OF UTTERANCES WHICH THE MODEL CONVERGED TO IN
DIFFERENT STATES ARE INDICATED BY *. A, H AND S REFERS TO
ANGER, HAPPINESS AND SURPRISE.

Ambivert Extrovert Introvert

Category T TSTH] S [A[H][S
Mimical * * * * *
Motivational * *

Distractional
Alleviational *

participant®, the cumulative reward that the robot obtained
by interacting with all the participants, in the order of their
presentation in the experiment, is shown in Figure 2. Small
black bars are used to separate the different sessions, for
instance, since the first participant expressed emotions 33
times, the first black bar intersects the graph where the
number of Emotional Expressions equals 33. In this way
the reactions of each participant to the robot’s empathic
behaviors are illustrated, i.e., if the cumulative reward is
ascending, it means the corresponding participant liked the
robot’s empathic behaviors and the robot got positive rewards
(box a in Figure 2). If the cumulative reward decreases in
one spot, it means the participant did not like one of the
robot’s empathic behaviors (box b in Figure 2).

As expected, Figure 2 shows that the first participant did
not like the robot’s empathic behavior, i.e., the cumulative
reward is descending, since the Q-values for all of the actions
are equal and the RL model selects a random empathic
behavior. However, for the second participant, i.e., P», the
cumulative reward is ascending since the learning model
selects the actions that lead to higher Q-values. Figure 2
also illustrates participants’ emotion expression behavior,
e.g., Po5 expressed her/his emotions for five times while Pjg
expressed his/her emotions for 47 times. This difference is
either because some participants failed in the game so that
they had less time to show emotions, or they did not express
their emotions so often.

Figure 3 shows the cumulative reward for individual states.
For instance, all ambivert participants together got happy
for 194 times, while all extrovert participants got happy for
141 times, therefore, in Figure 3, the orange marked line
corresponding to Happy-Ambivert goes until Encountered-
States equals 194, while the purple dashed line correspond-
ing to Happy-Extrovert goes until the Encountered-States
equals 141 since Happy-Extrovert never happened again.
The same is the case for other states, i.e., the marked lines
representing Anger-Ambivert, Surprise-Ambivert, Surprise-
Extrovert, Anger-Introvert, Surprise-Introvert, and Happy-
Introvert continue until Encountered-States equals 74, 61,
39, 28, 32 and 45, respectively, which are the number of
times each state was encountered.

Due to the employed scenario we did not expect participants
to feel negative emotions, which was confirmed by the

4If the model is trained for each person separately, it cannot generalize
across participants, therefore, we only used separate models for the different
personalities, i.e., introvert, ambivert and extrovert.



low number of detected negative emotions, i.e., 2 Sad-
Ambivert, 7 Sad-Extrovert, 4 Sad-Introvert and 12 Anger-
Extrovert. Therefore, the employed RL model could not learn
appropriate empathic behaviors for these states, hence, they
are not included in Figure 3. In contrast, the learning model
converged to the most appropriate empathic behaviors for
the other emotional states, i.e., Happy, Surprise and Anger
(except Extrovert).

Figure 3 shows that the number of repetitions the model
required to converge to the correct empathic behavior for a
specific emotion varies. For instance, tracking the blue line
representing Anger-Ambivert, the model needed to encounter
this state for around forty times to learn the correct empathic
behavior, i.e., the cumulative reward remains ascending,
while for Anger-Introvert the model seemed to converge
after only 18 occurrences of this state, however, it is not
clear how stable it is because afterwards the state occurred
only ten more times. For positive emotions, i.e., happiness
and surprise, the first applied actions got positive reward,
therefore, the RL model converged quickly such that it
started and continued ascending. Table I summarizes for all
of the emotion-personality pairs shown in Figure 3 to which
empathic behavior the model converged.

For all states, the model sometimes received negative reward
after it had already converged to the optimal empathic
behavior, which are shown by drop points in the graphs,
e.g., the black circle in Figure 3. This can be the result
of one of the following four cases: (a) exploration, which
can lead to a non optimal empathic behavior, (b) inaccurate
user emotion detection, which can be either that the user’s
current state is misclassified so that an irrelevant empathic
behavior is applied or the user’s new state is misclassified
so that the received reward is inaccurate, (c) user annoyance
due to repetitive empathic behaviors because users might
get annoyed, if they hear the same utterance repeated in a
short period of time, and (d) the user changed because there
is a probability that different participants prefer different
empathic behaviors.

V. CONCLUSION

In this study, we proposed a framework to enable robots
to learn the most appropriate empathic behavior for different
affective states and personalities. The proposed framework
determines users’ emotional states from facial expressions
and uses reinforcement learning to select the most appro-
priate type of empathic utterance depending on the affective
state of the user. To formalize our task as a RL problem, we
considered the combination of four emotions and three types
of personality as possible states of the environment, defined
the type of the provided empathic utterances as possible
actions and gave a positive reward, if the user felt positive
after the empathic utterance was applied.

Initial results confirmed the ability of the proposed frame-
work in finding the most appropriate type of empathic utter-
ance for considered states. This makes the proposed frame-
work scenario independent, i.e., although the utterances need
to be replaced with context related ones, the robot knows

which type of utterances are more appropriate for different
personality types in different emotional states. However, the
number of participants with introvert personality, and also
the number of times negative emotions were expressed were
not high enough for the proposed RL model to converge
in corresponding states. In future work, the experiment will
be extended to have more participants, especially introverts,
and evoke more negative emotional states to verify the
efficiency of the proposed model in this kind of situations.
Additionally, we will add speech emotion recognition to the
emotion detection module to improve its accuracy of emotion
detection. Finally, we will extend the model’s state space so
that it also considers the user’s gender and emotion intensity
when selecting empathic behaviors.
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